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1 SAPHANADBA’s Introductionto
IBM InfoSphere Copy Data
Management

This chapter introduces IBM InfoSphere concepts and the procedures used to capture and access databases. It
includes:

IBM InfoSphere Data Virtualization on page 1

Capturing Data on page 2

Replicating Data on page 2

Accessing Data on page 3

Introduction to IBM InfoSphere SAP HANA Administration on page 5
SAP HANA Backup Methods on page 6

References on page 7

IBM InfoSphere Data Virtualization

An InfoSphere VDP Appliance is a highly scalable copy data management platform that virtualizes application data to
improve the resiliency, agility, and cloud mobility of your business. It works by virtualizing data in much the same way
other technologies have virtualized servers and networks. This enables you to capture data from production systems,
manage it in the most efficient way possible, and use virtual copies of the data however they are needed.

SAP HANA for LVM with Linux Change Block Tracking

Generic App
SAP HANA DB

Only changed blocks
are transferred over
Database Process FC or isCsl

VDP Appliance

i
i
i
i
CBT Driver [connector) i &
i
i
i
i
i
i

System Data Volumes
Volume >
Linux System Data Capture
+  SAP HANA commands to prepare
Change database for snapshot (creates a
Block Tracking [ | [@ global internal savepoint with SAP HANA
I‘ Only changed blocks are backup ID for data backup)
D trac<ednin bit map. * Snapshot LVIV )
' | | No Copy on Writes, No 10 +  SAP HANA commands to associate SAP
it Map intensive operations. HANA backup 1D to Actifio snapshot ID

SAP HANA for LVM with Linux Change Block Tracking

Application data is captured at the block level, in application native format, according to a specified SLA. A Golden
copy of that data is created and stored once, and is then updated incrementally with only the changed blocks of data
in an “incremental forever” model. Unlimited virtual copies of the data can be made available instantly for use,
without proliferating physical copies and taking up additional storage infrastructure.
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Capturing Data
Capturing data consists of four simple steps:
1. Add servers that host databases.
2 Discover the database.
3. Define IBM InfoSphere Policy Templates and Resource Profiles according to your RPOs and RTOs.
4

Assign IBM InfoSphere Policy Templates and Resource Profiles to discovered databases.

The VDP Connector

The VDP Connector is used to capture selected databases. The VDP Connector is a small-footprint, lightweight
service that can be installed on either virtual or physical servers.

Specifically, the VDP Connector:

. Discovers the application to which data and log volumes will be added.
. Uses Linux changed block tracking to capture data at block level in incremental forever fashion.
. Identifies changes to database data for IBM InfoSphere’s incremental forever capture strategy.

Replicating Data

Data can be replicated to a second InfoSphere VDP Appliance or to the cloud for recovery, disaster recovery, or test/
development purposes.

Data replication has traditionally been an inhibitor to efficient data management in a geographically distributed
environment. IBM InfoSphere replication addresses these issues with a global deduplication and compression
approach that:

. Drives down overall network usage.

. Eliminates the need for a dedicated WAN accelerator/optimizer.

. Does not require storage array vendor licenses as data is sent from one InfoSphere VDP Appliance to
another.

. Is heterogeneous from any supported array to any supported array: Tier 1 to Tier 2 and/or Vendor A to
Vendor B.

. Preserves write-order, even across multiple LUNs.

. Is fully integrated with VMware Site Recovery Manager (SRM) and IBM InfoSphere Resiliency Director.
IBM InfoSphere Replication is controlled by IBM InfoSphere Policy Template policies:
. Production to Mirror policies have several options to replicate data to a second InfoSphere VDP Appliance.

. Dedup Backup to Dedup DR policies use a fixed, IBM InfoSphere proprietary replication engine to
replicate data to a second InfoSphere VDP Appliance. In addition, Dedup Backup to Dedup DR policies
allow you to replicate data to two locations.

. Production to Vault policies use a fixed, IBM InfoSphere proprietary replication engine to replicate data to
the cloud.
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Accessing Data
The InfoSphere VDP Appliance can instantly present a copy of the database rolled forward to a specific point of time.
Access options include:

Mounts

LiveClones

Restores

Workflows

Mounts

The IBM InfoSphere mount function provides instant access to data without moving data. Captured copies of
databases can be rolled forward via the IBM InfoSphere user interface and mounted on any database server. Mounts
are described in Chapter 8, Restoring, Accessing, or Recovering an SAP HANA Database.

LiveClones

The LiveClone is an independent copy of data that can be refreshed when the source data changes. The advantage of
LiveClones is that they are independent copies of data that can be incrementally refreshed and masked before being
made available to users. This allows teams such as development and test to ensure they are working on the latest set
of data without having to manually manage the data and not access or interfere with the production environment.

Restores

The restore function reverts the production data to a specified point in time. Restore operations actually move data.
Typically restore operations are performed to restore a database to a valid state after a massive data corruption or
storage array failure. The amount of time required to complete a restore operation depends on the amount of data
involved. Restores are described in Chapter 8, Restoring, Accessing, or Recovering an SAP HANA Database.

Workflows

While SLAs govern the automated capture of a production database, Workflows automate access to the captured
database.

Workflows are built with captured data. Workflows can present data as either a direct mount or as a LiveClone:

. Direct mounts (standard or application aware) work well for data that does not need to be masked prior to
being presented. A mounted copy of data can be refreshed manually or on automatically on a schedule.
Direct mounts allow you to instantly access captured data without actually moving the data.

. A LiveClone is a copy of your production data that can be updated manually or on a scheduled basis. You
can mask sensitive data in a LiveClone prior to making it available to users.

Combining IBM InfoSphere’s automated data capture and access control with Workflows and their optional data
masking capabilities allows you to create self-provisioning environments. Now, instead of having to wait for DBAs to
update test and development environments, users can provision their own environments almost instantly.

For example, an IBM InfoSphere administrator can create an SLA Template Policy that captures data according to a
specified schedule. Optionally, the administrator can mark the captured production data as sensitive and only
accessible by users with the proper access rights.

After access rights have been defined and data has been captured, the administrator can create a Workflow that:

. Makes the captured data available as a LiveClone or as a direct mount
. Updates the LiveClone or mountable data on a scheduled or on-demand basis
. (Optional) Automatically applies scripts to the LiveClone’s data after each update. This is useful for

masking sensitive data.
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Once the Workflow completes, users with proper access can provision their environments with the LiveClone or
mountable data.

JOHN 012-34-5678 JOHN 012-34-5678 JOHN 012-34-5678 JOHN XXX-XX-XXX JOHN XXX-XX-XXX

SALLY 912-34-6464 SALLY 912-34-6464 SALLY 912-34-6464 SALLY XXX-XX-XXX SALLY XXX-XX-XXX

MARY 812-34-2345 MARY 812-34-2345 MARY £12-34-2345 MARY XXX-XX-XXX MARY XXX-XX-XXX
SLA BASED

INGEST ™
- ‘lllllllllllllllllll’ - ‘llllllllllllllllllll’ CED

l.l ‘lllllllllll} | I l I

PROD SNAP LIVECLONE
i
PREP MOUNT LIVECLONE LAYER
[ Modifyt LivaClans; with MASKED DATA
5.9. for data masking or subsetting
Y IRLING G0 P PHYSICAL COPY

Workflow With Masked Social Security Data
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Introduction to IBM InfoSphere SAP HANA Administration

IBM InfoSphere can virtualize and protect:

. Single Container system (HANA 1.0) Dedicated: In single-container system the system database and
tenant database are perceived as a single unit and are therefore administered as one.

. MDC: Multiple-Container Systems (HANA 2.0): Multiple isolated databases in a single SAP HANA
system. These are referred to as multi-tenant database containers. A multiple-container system always
has exactly one system database used for central system administration, and any number of multi-tenant
databases (including zero), also called tenant databases.

IBM InfoSphere Support for SAP HANA Configurations

Configurations SAP Storage SAP File-Based API SAP File-Based API
Snapshot API  (hdbsql): (hdbsql):

IBM InfoSphere Block IBM InfoSphere NFS
Mapping Mapping

Single Container System (HANA Yes Yes Yes

1.0) (preferred)

MDC: Multiple-Container Systems Yes Yes Yes

(HANA 2.0) with one tenant (preferred)

database

MDC: Multiple-Container Systems Yes Yes

(HANA 2.0) with more than one
tenant database

Scale-Out MDC: Multiple-Container Yes
Systems (HANA 2.0) with one or
more tenant databases

Scale-Out MDC Local HA (N Active Yes
Host + 1 or More Standby Nodes)

Notes
. SAP storage snapshot API - leverages IBM InfoSphere CBT with incremental-forever and instant mount
. SAP file-based API - traditional backup with weekly full, daily incremental & copy-based restore

. NFS mapping is always to all HANA nodes

. HANA log backup is handled automatically in all options and integrated with database backup policies
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SAP HANA Backup Methods

IBM InfoSphere offers these methods of protecting SAP HANA databases:
Block-Based LVM Snapshot with CBT Integrated with SAP HANA Database Storage Snapshot API
File-Based Backup Integrated with HANA Traditional Backup API
SAP HANA Log Backup

Block-Based LVM Snapshot with CBT Integrated with SAP HANA Database Storage Snapshot API

The SAP HANA database creates a database internal snapshot based on a system wide save point executed during
the PREPARE step. The database internal snapshot is stored in the data volumes area.

How it works using HANA storage snapshots APl with Linux CBT and LVM snapshot

HAMA Server

. 3 DataAreaDisk g o VOB Applivice 0
Linux System
Renuuyuy
0| Connector has CBT which keeps track of changed blocks in SAP Data Area | ¥ Y \
0: Connector call to SAP HANA command creates global internal save point for data backup | :’7!’! D f"‘: D ::‘:?
iTerting: DR FadhTerting

Bi Connector creates LVM snapshot of SAP data area and synthesize a bitmap |

OI Connector call to SAP HANA command to remove save point file and copies changed blocks to VDP

6: Connector deletes snapshot and catalogs backup |

@! VDP Appliance issues an internal snapshot and synthesizes a point-in-time virtual full

Dala Recovery

0| For recovery, VDP instantly mounts re-writable staging disk & brings DB online

How it Works Using HANA Storage Snapshot API with Linux CBT and LVM Snapshot
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File-Based Backup Integrated with HANA Traditional Backup API

This provides the full and incremental backups of the data area, which is in backup format. The recovery API recovers
the data area by overwriting the data area. When the data area is backed up, the entire payload data from all server
nodes of the SAP HANA database instance is backed up. This applies in both single-host and multi-host
environments.

How it works using HANA file-based (hdbsgl API) traditional backup

o VDOP Connector is deployed in DR server

VOP Connector

e Mount staging disk on DB server

e Invoke Full or Incremental backup using hdbsal command
writing the backup to the mounted disk

' ©

1

i \ VDP Appliance
DB Server o -1- ------- H

o VDP takes an internal snapshot.

Log backups are done in a similar fashion directly from the
file-system at any desired schedule

.
5. - - ] -
: 1 For recovery, VDP instantly mounts the staging disk to DB

] o server and kicks off a database restore

| S| =4

1 1 i -I

1 I ]

T S | Logs can be played to any point in time after OB is restored.
Recovery Machine Recovery Machine

How it Works Using HANA File-Based (hdbsql API) Traditional Backup

SAP HANA Log Backup

Log backups start automatically if the parameters enable_auto_log_backup and log_mode = normal have been
configured. During a log backup, the payload of the log segments is copied from the log area to the location specified
by the parameter basepath_logbackup.

References
1. Category > Administration Guide: http://help.sap.com/hana_platform

2. Storage Snapshots: https://help.sap.com/saphelp_hanaplatform/helpdata/en/ac/
114d4b34d542b99bc390b34f8ef375/content.htm

3. 1642148 - FAQ: SAP HANA Database Backup & Recovery:
https://launchpad.support.sap.com/#/notes/1642148/E

4, Create a homogeneous copy of an SAP HANA database by recovering an existing database to a different
database:

https://help.sap.com/saphelp_hanaplatform/helpdata/en/ea/
70213a0ell4ec29724e4al0b6bbl76/content.htm?frameset=/en/ca/
€c903c28b0e4301b39814ef41dbf568/frameset.htm&current_toc=/en/00/
0cale3486640ef8b884cdf1a@50fbb/plain.htm&node_id=773&show_children=false

SAP HANA DBA’s Guide to the IBM InfoSphere Virtual Data Pipeline 7



SAP HANA DBA’s Guide to the IBM InfoSphere Virtual Data Pipeline



2 Preparing the SAP HANA 1.0
Database

Prerequisites

. All the configured services (see SAP Note 1697613 and SAP Note 1649519) such as nameserver,

indexserver, etc. must be running. You can check this in the Overview of SAP HANA studio -> Operational
State: All Services are started.

Make sure log_mode for database is set to normal. (Check under HANA Studio configuration tab.)

Use a SAP HANA hdbuserstore key to execute Backup and Recovery instead of a user name and password
to communicate with HANA database using the SAP HANA Secure User Store. For HANA 1.0 userstore key
needs to be created for a single container under database.

Preparing the HANA 1.0 database requires:
Creating the Database User Account on page 9

Get the SQL Port ID on page 11
Adding SAP HANA Hdbuserstore Key in SAP HANA 1.0 (single container system) on page 11

Creating the Database User Account

Make sure to create this user account under a single container database. Make sure to provide BACKUP ADMIN and

CATALOG READ to back up the user created under database. Choose a database user name based on company’s
standard.

To create the user:

1. From SAP HANA Studio go to System > Security > Users > New User.

4 = NODE-1 on saphanal
4 {5 NR1 (SYSTEM] NF
&, Backup L
I = Catalog
B = Content
B L= Provisioning
4 = Secunty
4 Security
4 j [Tr=
&

New User

New Restricted User

e | e

*  Refresh Fs

2 | Find User

[

+

Filters...

CCAM F e AT IICED NEnNI0n ACNRA F03 77080

i
&
[
i
i
3

< %

2. Assign a user name and a password.
3. Select Force password change on next logon to No.

4, Click on the System Privilege tab and assign privilege by selecting BACKUP ADMIN and CATALOG READ.
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User| User Parameters|

[§ 1 New User
B Enter search string to find privilege.
User Name™: l ACTBACKUP [[] Disable ODBC/IDBC access [ : = *oem - '-]
Authentication Matching items:
¥t npmmrd _ e |* ADAPTER ADMIN L2
— s [swseemmee || et aoman -
Force password change on next logon: () Y\ m = AUDIT ADMIN |
["] Kerberos : -
= BACKUP OPERATOR I
Valid From: M| Valid Until: = CATALOG READ
& " n|
. Session Clent: I = CREATE REMOTE SOURCE L
: & CREATE R SCRIPT
Granted Roles | System Privileges | Object Privileges Analytic Privileges Package Priviled| | &= CREATE SCENARIO -
+ X % &4 | == CREATE SCHEMA
synm-pﬁhgl Grartor &= CREATE STRUCTURED PRIVILEGE

You will get a User Created message and the System Privileges will show the user has been granted
BACKUP ADMIN and CATALOG READ privileges.

i User'ACTBACKUP' created

|
User‘ User Parameters

} ACTBACKUP
[] Disable ODBC/JDBC access
Authentication
[v] Password []samL [Jsap Log
Password™ | Confirm*: [ | I
Force password change on next logon: (U Yes (@ No
[ Kerberos ] xs09 []SAP Ass

External ID*; |

Valid From: | Dec 15,2017 1:32:35 PM GMT-08:00 (37| Valid Until: =

Session Client: ul:l

Granted Roles | System Privilegs[ Object Privileges Analytic Privileges Package Privileges Application Privileges Privileges on Us

r‘ﬂ‘ X 2 v | Details
System Privilege Grantor
&= BACKUP ADMIN SYSTEM
@ CATALOG READ SYSTEM
N
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Get the SQL Port ID

For a HANA 1.0 single container system, get the SQL PORT from HANA Studio. At System > Landscape, get the value
of SQL Port for indexserver. In the example below, 32015 is the SQL port, and the instance number here is 20.

; Overdew | Landscape | Alers | Pert Velumes | Conf n | System inf Disgnosis Files| Trace Configuration
4 1 NODE-1 on aphanal = ¥ r 9 "
4 :-h':“"""m'“"”“’ Sennces Hoits Redutribution System Rephcstion Howe <Al Serviee: | <Al » e

Backup 7 \
( Ir Actwe Mom  Pom  Senicf Detail StatTime  ProcessiD  Used Memory (MB)  Effectrve Allocation Limit (MB] | Physical Memary on Host (MB) [ SQ1 Port)
P B sphanal 32010 compieserver D 0. 123 1,724 186,045 516,508]
Content A a
Prcvisislrg B wphanal 2000 _deemon Dec 12, 2 3 0 D | |
Provisioning B wachanal 200{ ndesserver ) master Dec 1220 12370 25813 01w siasosl0s )

Adding SAP HANA Hdbuserstore Key in SAP HANA 1.0 (single container
system)

To communicate with HANA database, use a SAP HANA hdbuserstore key instead of a user name and password.
Create the hdbuserstore key using the SAP HANA Secure User Store.
Hdbuserstore Key Naming Convention
Set the key name = DATABASE BACKUP USERNAME.
For example:
DATABASE BACKUP USERNAME = ACTBACKUP
Set SYSTEMDB key name = ACTBACKUP

Procedure
To create the SAP HANA hdbuserstore key:
1. Open the putty window to the HANA database server and login to <sid>adm by su to <sid>adm.
2 cd exe
3. Create entries in the hdbuserstore by calling:
# ./hdbuserstore SET <key_name> <server>:<port> <DB_user_name> <DB_user_password>
The <port> is the SQL port of the systemdb or tenant database, see above.

For example:
. DATABASE Backup username from above: ACTBACKUP
. KEY NAME: ACTBACKUP (same as database backup username)
. SQL Port from above: 32013
. Hostname : saphana3

./hdbuseratore SET ACTBACKUP saphana3:32013 ACTBACKUP <database backup user password
ok ok ok sk ok ok ok ok ok kokok kokokok ok

4, Check the keystore: . /hdbuserstore list
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3 Preparing a HANA 2.0 Database

Prerequisites

. All the configured services (see SAP Note 1697613 and SAP Note 1649519) such as nameserver,
indexserver, etc. must be running. You can check this in the Overview of SAP HANA studio -> Operational
State: All Services are started.

. Make sure log_mode for database is set to normal. (Check under HANA Studio configuration tab.)

. Use a SAP HANA hdbuserstore key to execute Backup and Recovery instead of a user name and password
to communicate with HANA database using the SAP HANA Secure User Store. For HANA 2.0 userstore key
needs to be created for SYSTEMDB and all tenant db.

. Create the database user account and hdbuserstore key names in accordance with the company's naming
convention. Make sure to create this user account under SYSTEMDB and all tenant databases.

This includes:
Creating the System Database and Tenant Database Users on page 13
Getting the Instance and SQL Port Numbers on page 16
Creating the SAP HANA Hdbuserstore Key on page 16
SAP HANA Database Application Details and Settings on page 19

Creating the System Database and Tenant Database Users
Creating the System Database User Account from HANA STUDIO on page 13
Creating the User under the Tenant DB on page 15

Creating the System Database User Account from HANA STUDIO

Naming convention for database user account

Choose a database user name based on company's standard. Make sure to create this user account under
SYSTEMDB. Make sure to provide BACKUP ADMIN, CATALOG READ, and DATABASE ADMIN the to backup user
created under database.

Procedure
To create the system database user account:
1. Create the USER under SYSTEMDB
o Assign a User Name and a Password.
o Select Force password change on next logon to No.

o Click on the System Privilege tab and assign privileges by selecting BACKUP ADMIN, CATALOG
READ, and DATABASE ADMIN

o From SAP HANA Studio SYSTEMDB, go to System > Security > Users > New User.

SAP HANA DBA'’s Guide to the IBM InfoSphere Virtual Data Pipeline 13
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& A

v l% SYSTEMDB@NFL (SYSTEM)
#,Backup
b > Catalog
» > Content
b |~ Provisioning
¥ > Security
E Security

|V i User
r\} New User ]

SYSTEMDB@NFL (SYSTEM) 172 18318 108 00 o
dna, e Parametars
Py L ] Seect System Privieges
o ‘ IO (LT ey ey P ——— -
- -]
R
= Pastmert AGENT ADWIN
Paasword® L] sesssssens Carfrm®: EETTTTRTRTY AUTHT ADARN
Seoiremey v e e S R ey —
Sarparos - BACELUP DPEAATOR
ers L —
g VAR
Mol Pomn = i = CREATE RINGTE SOURGCE
e CREATE B SCRPT
PRp— o CREATE SCENARIO
« CREATE SCHEMA
e poy o - CREATE STRUCTUSED Parva 108
Grarted oty | Sysiem Privieges | Otject Privieges  Ansiytic Privisges Pechage Privieges Acolcatl . -opoeian aoasy
- M8 e DaTa ADMN
e Fidiegs — |
AR BT S0Y A"
Catsing
? e

Deploy the newly created user by clicking the green arrow in the top right corner

You will get a User Created message and the System Privileges will show the user has been granted
BACKUP ADMIN, CATALOG READ, and DATABASE ADMIN privileges.

e, Uner Paramatens
| ACTBACKUP

Disatie ODSC/IDBC scoess
Aarenticatan

69 Paveword

Paswworgs: 1

Kararos.
External 0

Valid From:

Seasion Clent: 7

%

Farce password changs on nest logen:  « s

Feb B, 2019 10:36-34 PM GMT-05:00

SYSTEMODB@NFL (SYSTEM) 172.16.218.108 00

Granted Roks | System Privileges | Otyect Privileges  Analytic Privieges  Package Privieges  Agpication Privieges  Privieges on Users

= CATALOG READ

System Priviege
o BACKUP ADMIN
= DATABASE ADMIN

Grantor

SYSTEM
SYSTEM
SYSTEM

W Valid Until:

SAML SAP Logon Tickst

X808 SAP Assariion Ticket

4+ paaie
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Creating the User under the Tenant DB
To create the tenant database user account:

1. Create the USER under TENANTDB
0 Assign a User Name and a Password.
o Set Force password change on next logon to No.

o Click on the System Privilege tab and assign privileges by selecting BACKUP ADMIN and CATALOG
READ.

o From SAP HANA Studio SYSTEMDB, go to TENANTDB > Security > Users > New User.

v %NFL@NFL (SYSTEM) )
(#,Backup Valid From:
> s
G Session Client:
» = Content
» |=* Provisioning
¥ = Security Granted Roles
E Security S
; (& NewuUser )

% ¢ & New Rectrictad | lcar
NFL@NFL (SYSTEM)  172.16.216 108 04

o
Mman, Liser Parameners
Pr— e & Seiect System Privieges
Lier M ACTBACKLP Diuable COBC/IDRE sccoss . s
L]
Autnemraten -
<) Foswne - AGEMT ADMIN
Passworr: ™ sssassusen Confem® sssssussss AUDIT ADMN
Force password change on next logon:  Yes + No AUDIT OPERATOR
Warnars [—packupanies |
. WACKLIP OPERATOR
CERTWICATE ADASMN
Vakd From W vasd U CREATE BEMOTE SOURCE
n CREATE 8 SCReT
Sevton Clent CREATE SCENARIO
CREATE SOl

Granted Roies | System Privieges Otisct Privieges Anaiyiic Privieges Packsge Privieges Applicstin '~ CHEATE STRUCTURED PRIVILEGE
§44 - CREDENTIAL Ak

v DATA ADAMIN
Spatem Prieiege Grantoe

ENCRYPTION ROGT KEY ADMIN
EXPORT
Cataiog
= cocel (NN

2. Deploy the newly created user by clicking the green arrow in the top right corner

= W | .
=W w i R

..

You will get a User Created message and the System Privileges will show the user has been granted
BACKUP ADMIN and CATALOG READ privileges.

NFL@NFL (SYSTEM) 172.18.278 108 00
e, e Paemrteny
| AcTRAcKUR
Divatie OOBCIORE socess
Autrenrcanes

[ [ BAP Lo Tichat
P, Camdems
FoOrte BANIWEFT CRANGS 0N FeT 0G0

e 808
Exterral O

SAP Agsertion Ticket

Vi From Feb 0, 3010 10:47:11 P OMT-08:00 T Vi Uni

Sevsion Cleet:

Cranted i Syitem Priieges | Otyect Prciages  Anstyls Pivieges Pachage Prteges  Aipicaion Pivieges  Brieges o Users

e eresege Granser
BACKLP ADMN STSTEM
CATALOG BEAD STV

b+ e

SAP HANA DBA’s Guide to the IBM InfoSphere Virtual Data Pipeline 15



Getting the Instance and SQL Port Numbers

SYSTEMDB: From SYSTEMDB go to System > Landscape and get the value of SQL port for the nameserver.
In the example below, 30013 is the SQL port, and the instance number is 00.

& SYSTEMDB@NFL (SYSTEM) 172.16.216.108 00

Last Update: Mar 14, 2019 11:39:54 AM p Interval 60 ¥ Seconds

Overview Landscape Alerts

|Senyices, Hosts Redistribution System Replication  Host:  <All>
Active Host ~ Port  Service Detall Start Time

Volumes Config System Oiagnosis Files Trace Configuration

7] Service: <All> v

@ ssphana-sutovmB 30006 webdispatcher Mar 13,2010 11:00:42 PM 152868 [ . 16,850
@ saphana-autovmé sapstartsry

@ saphana-sutovm6 30000 deemon Mar 7, 2019 4:45:08 PM o 0
@ saphana-autovm8 30001 nameserver  master Mar 13, 2018 10:58:48 PM 14988 [ - 20,340
@ ssphana-autovm® 30010 compieserver Mar 13,2019 11:00:39 PM 15243 | 16,619
@ ssphana-sutovmB 30002 preprocessor Mar 13, 2019 11:00:39 PM 16245 [ ...... 16,876

Process 10 « Us Pe Effective Allocation Limit (MB) Physical Memory on Host (MB) SQL Port

@
40,074

40,074
40,074

TENANT DB: From HANA Studio. At tenantdb-System > Landscape, get the value of SQL Port for
indexserver. The <port> is the SQL port of the specific tenant database, i.e. 3<instance>15

In the example below, 30015 is the SQL port, and the instance number here is 00.

& NFL@NFL (SYSTEM) 172.16.216.106 00
Overview |Landscape, Alerts Performance Volumes Configuration System Information Diagnosis Files Trace Configuration

\Services, Redistribution | Host: <All>

Active Host ~ Port Service Detail
@ saphana-autovmB 30006 webdispatcher
@ saphana-autovm6 30007 xsengine Mar 13,.. 15485
@ saphana-autovm6 30000 daemon Mar 7, 2...
@ saphana-autovmB 30001 nameserver master Mar 13, 14989
@ sapl 6 30010 i ver Mar 13,.. 15243
@ saphana-autovmB 30002 preprocessor Mar 13,.. 15245
@ saphana-autovm86 30003 indexserver  master Mar 13, 15432

¥| Service: <All> v X
Start Time Process ID C Memory

Mar13.. 15286 [J[C__ ] 1564 1564

o

4926 4926
1,333 1,333

[ | |

8,792 9,047

Creating the SAP HANA Hdbuserstore Key

Last Update: Mar 14, 2019 11:46:10 AM

Used M« Peak U Effer Physic SQL Port
40,..

.
O 2746 3280 1. %..
1]

2. 40,.
1.. 40,
1,590 1,580 1. 40..

p Interval: 60 ¥

Use a SAP HANA hdbuserstore key to execute Backup and Recovery instead of a user name and password to
communicate with HANA database using the SAP HANA Secure User Store. For HANA 2.0, the userstore key needs to

be created for SYSTEMDB and all tenant db.

This includes:

Creating the SAP HANA Hdbuserstore Key for the System Database and Each Tenant Database in a Single

Node System on page 17

Creating the SAP HANA Hdbuserstore Key for the System Database and each Tenant Database in a Scale-

Out Multi-Node SAP HANA System on page 18

Hdbuserstore Key Naming Convention
For SYSTEMDB set the key name = DATABASE BACKUP USERNAME.

For TENANTDB set the key name = <SYSTEMDB Key Name><TENANT DB Name>.

For example:

DATABASE BACKUP USERNAME = ACTBACKUP across SYSTEMDB and all TENANT DB

Set SYSTEMDB key name = ACTBACKUP
For tenant TDB, set TENANTDB key name = ACTBACKUPTDB
For tenant SDB, set TENANTDB key name = ACTBACKUPSDB
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Creating the SAP HANA Hdbuserstore Key for the System Database and Each Tenant Database in a Single
Node System

1. Open the putty window to the HANA database server and login to <sid>adm by su to <sid>adm.

2 cd exe
3. Create entries in hdbuserstore by calling:
# ./hdbuserstore SET <key name> <server>:<port> <DB_user_name> <DB_user_password>

The <port> is the SQL port of the systemdb or tenant database.
4, Check the keystore: . /hdbuserstore list

Example
Creating a SYSTEMDB hdbuserstore key:

./hdbuserstore SET ACTBACKUP saphana3:30013 ACTBACKUP <database backup user password
********************>

Where:
. SYSTEM DB DATABASE (Backup username from above): ACTBACKUP
. KEY NAME (same as DATABASE backup username): ACTBACKUP
. SQL Port (for systemdb from above): 30013

. Hostname: saphana3

Example
Creating a TENANTDB hdbuserstore key:

./hdbuserstore SET ACTBACKUPTBD saphana3:30015 ACTBACKUP <database backup user password
********************>

Where:
. TENANT DB DATABASE Backup username from above: ACTBACKUP
. KEY NAME (systemdb key name postfix tenant db name): ACTBACKUPTDB
. SOQL Port (for tenant db from above): 30015

. Hostname: saphana3
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Creating the SAP HANA Hdbuserstore Key for the System Database and each Tenant Database in a Scale-
Out Multi-Node SAP HANA System

For a three node scale-out system with server 1, server 2, and server 3:

1 Open the putty window to each HANA database server and login to <sid>adm by su to <sid>adm.

2 cd exe

3. On each of the HANA scale-out nodes, create entries in Hdbuserstore by running the command below:
# ./hdbuserstore SET <key_name> "<server 1>:<port>;<server 2>:<port>;<server 3>:<port>"

<DB_user_name> <DB_user_password>
Where the <port> is the SQL port of the systemdb or tenant database.
4. Check the keystore: . /Hdbuserstore list

Example, SYSTEMDB hdbuserstore key
Where:
. SYSTEM DB DATABASE Backup username from above: ACTBACKUP
. KEY NAME: ACTBACKUP (same as DATABASE backup username)
. SQL Port for systemdb from above: 30013
. Hostname : saphanal, saphana 2, saphana 3

./hdbuseratore SET ACTBACKUP "saphanal:30013; saphana2:30013; saphana3:30013" ACTBACKUP
<database backup user password ¥¥¥¥¥xddkdkdokkkokkkkk s

Example, TENANTDB (TDB) hdbuserstore key

TENANT DB DATABASE Backup username from above: ACTBACKUP

KEY NAME: ACTBACKUPTDB (systemdb key name postfix tenant db name)
SQL Port for tenant db from above: 30015

Hostname : saphanal, saphana2, saphana3

./hdbuseratore SET ACTBACKUPTDB "saphanal:30015; saphana2:30015; saphana3:30015" ACTBACKUP
<database backup user password *¥¥¥¥¥xkikokkkkxxkokks
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SAP HANA Database Application Details and Settings

From the Application Details & Settings dialog box (accessed through Details & Settings), you can modify application-
specific settings for capturing Microsoft SQL Server databases. Application settings may be useful or required in
certain circumstances. After you configure your application settings, click Save Changes.

Note: To reset one or more application settings back to its default state, click the check box to the left of the selection
you want to reset.
To reset all application selections back to their default state, click Select options that will revert back to default.

Application Setting

Description

HANA DB User Store Key

Percentage of Reserve Space in
Volume Group

Backup Capture Method

Force Full FileSystem Backup

Database Filesystem Staging Disk
Size (GB)

Log Backup Staging Disk Size (GB)

Retention of Production DB Logs
in Days

Tenant DB User Store Key Prefix

Script Timeout

This is the SAP HANA hdbuserstore key for the system database
created in earlier. This field is mandatory.

For Block-Based Capture with CBT: This is needed for LVM snapshot
temporary space. Recommended value is 20%.

For File-Based Backup in NFS: Not applicable.

For Block-Based Capture with CBT: Select Changed block tracking
based backup.

For File-Based Backup in NFS: Select full+incremental filesystem
backup. File-based backup also requires additional CLI configuration.

It is important to ensure that the Backup Capture Method is configured
correctly. Do not skip this step.

For Block-Based Capture with CBT: Not applicable.
For File-Based Backup in NFS: Use for an ad hoc full backup.

For Block-Based Capture with CBT: Not applicable.

For File-Based Backup in NFS: Default calculation is based on
(database size * 1.5) + 10% and the disks will grow dynamically.

By default, IBM InfoSphere calculates the daily log generation *
retention of log backup SLA(+20% overhead).

Keeping the default is recommended. Providing a fixed value will
override the default calculation and the log disk will not grow
dynamically. This will become a fixed size.

This value is used to purge the HANA log backup from
basepath_logbackup destination. Based on this setting the last data
backup id will be selected (CURRENT_TIMESTAMP, - the # days set) and
the log will be purged older than the data backup id. Default value is 0
days. With default value all logs prior to last data backup will be purged.

See Using the Tenant DB User Store Key Prefix on page 20.

The timeout value is applied to internal backup and recovery scripts
called by connector. The default value is recommended.
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Using the Tenant DB User Store Key Prefix
The default value for this field is <SYSTEMDB user store key><tenant db name>.

If the Tenant DB user store key uses the SYSTEMDB user store key as prefix, then you do not need a prefix value.

If the Tenant DB user store key does not use the SYSTEMDB user store key as prefix, then you must provide the prefix
value in Application Details & Settings (see SAP HANA Database Application Details and Settings on page 19).

Use case 1
You have created a user store key and you have a tenant database TD1:
SYSTEMDB user store key = ACTBACKUP
TENANT DB user store key = ACTBACKUPTD1
Under Application Details & Settings:
1. At HANA DB USER STORE KEY, provide the user store key of SYSTEMDB:

HANA DB USER STORE KEY * | ACTBACKUP

2. Leave TENANT DB USER STORE KEY PREFIX value empty.

Use case 2

You have created a user store key and you have a tenant database TDBACKUPTD1 (tenant db name is different from
system db name):

SYSTEMDB user store key = ACTBACKUP
TENANT DB user store key = TDBACKUPTD1
Under Application Details & Settings:
1. At HANA DB USER STORE KEY, provide the user store key of SYSTEMDB:

HANA DB USER STORE KEY * | ACTBACKUP

2. At TENANT DB USER STORE KEY PREFIX (at the bottom of the screen), enter the “TDBACKUP” part of the
name as a prefix:

TENANT DB USER STORE KEY PREFIX

TDBACKUR|
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4 Adding a SAP HANA Database Host
and Discovering the Database

Before you can protect a SAP HANA database, you must add the host and discover the database. This requires:
1. Adding the Host from the Domain Manager on page 21
2. Discovering the HANA Database Application from the Application Manager on page 23
3. Finding the Discovered HANA Database in the Application Manager on page 24

Adding the Host from the Domain Manager

Add the host to Domain Manager. If the host is already added then edit the host and make sure to set the Disk
Preference correctly.

1. From the IVGM Domain Manager, Hosts tab, click +Add Host.

R AT X o

et IR X e

S e

Hauye A S o

2. On the Add Host page:
o Name: Provide the HANA database server name.
o IP Address: Provide the HANA database server IP and click the + sign on the right corner.
o Appliances: Select the check box for the appliance.
o Host Type: Make sure this is Generic.
o Click Add at bottom right to add the host.
The Host will get added.
3. Right-click the host and select Edit.
4, On the Edit Host page, select the disk preference:
o For block-based backup with CBT: select Block

o For file-based backup with Full+Incremental file system backup: select NFS
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DOMAIN MANAGER Filker by Appliances ¥ Organizations »

Appliances Users. Roles Organizations LDAR m Storage Pools

SAPAHAN-AUTOVMA sqa.actifio.com Ed lt Host

1P 172.16.216.104
FRIEHDLY PATH SAPHANA-AUTOVM4
UNIQUE NAME  e21aBa21-51%-42c0-Belb-Sadacs4bOfTs_6778
OS5 RELEASE  Red Hat Enterprise Linux
OSVERSION 3.10.0-514.26.2.¢17 x86_64

MHame *

Friendly Name

SAPAHAN-AUTOVM4.sga.actific.con

SAPHANA-AUTOVMA

OSTYPE Linux IP Address * oe
ey Boce 172,16,216.104 -
(IEENENEE 192.168.122.1
1]
Description
Appliances *
type to search Q
= APPLIANCE IP
O saphana-remote 1721620022
& sky-hana 172.16.201.44
Host Type Genenc 5
Disk Preference NFS N
NFS

bl "

Select Save at the bottom of Edit Host page
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Discovering the HANA Database Application from the Application Manager
To discover the HANA database:

1. From the IVGM Application Manager, Applications tab, select Add Application in the upper right corner.

2.

On the Add Application page, select Discover connector supported applications and Using existing host,
then select the HANA database host. If you have many hosts, you can use the search feature or use the
filter to see only hosts that are managed by a specific InfoSphere VDP Appliance.

APPLICATION MANAGER Filter by Appliances = Organizations »

LUGIERRL  Conststency Groups  Logical Groups  Active Images  Workflows

Add Applications

Application Type Host Selection
® Discover connector supported Applications @ Using existing hast

Gut of band Generic Application Using IP address

Avallable Hosks (4)

Appliance
autovm Hast v sky-hana v ClearFilters
| Select ong
P i t
Host | Friendly Path Friendly Path Appliance
SAPAHAN-AUTOVMA. sqa.actifio... 172.16.216.104 SAPHANA-AUTOWVMA sky-hana
SAPHANA-AUTOVM3.SQA.ACTL.. 172,16.216.103 SAPHANA-AUTOVM3 sky-hana
SAPHANA-AUTOVM2 sqa.actifio... 172.16.216.102 SAPHANA-AUTOWVM2 sky-hana
SAPHANA-AUTOVMI sqa.actifio... 172.16.216.101 saphana-autovml sky-hana

Select the host and click Add Applications in the bottom right corner. This will run the discovery on the
HANA database host and will discover all HANA databases running on it.

APPLICATION MANAGER Fillter by Appliances v Organizations v smercaliew o L admin - & @
LULE el Consistency Groups Logical Groups Active lmages  Workflows

Add Applications

Application Type Host Selection

® Discover connector supported Applications ® Using existing hast
©Out of band Generic Application Using IP address

Avallable Hosts (4)

Applisnce

autovm Horst v sky-hana Clear Filters

Host P Friendly Path appliance
SAPAHAN-AUTOVMA. sqa.actifio..  172.16.216.104 SAPHANA-AUTOVMA

SAPHANA-AUTOVMI SOAACTL.  172.16.216.103 SAPHANA-AUTOVMS sky-hana
SAPHANA-AUTOVMZ sga.actifio..  172.16.216.102 SAPHANA-AUTOVMZ sky-hana
SAPHANA-AUTOVMI sga.actifio..  172.16.216.101 saphana-autovm1 sky-hana

1 1 ofl b W Total: 4 50 per page ’ ks Anedicabos m
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Finding the Discovered HANA Database in the Application Manager

To find the newly-discovered database, go to the IVGM Application Manager Applications tab. All applications known
to the IVGM of all types are listed. Use the Type application filter on left pane to show only SAP HANA databases.

The new HANA database will appear in the list as unmanaged (the red shield icon).

IW

© clear all filters

APPLICATION NAME
HOST HAME
FRIENDLY PATH
SLA STATUS

O Managed
0 Unmanaged

TYPE

L ALL | NONE
0O CIFs
O Consistency Group
O Exchange
O FileSystem
O Generic LVM
O Hyperv
0O NAS
O NFS
ClOrarcle
B SAP HANA
0O 5QL Database
O SQL Instance
O System State
ovMm

Consistency Groups

o APPLICATION

wers @ Type: SAP HANA

u} haé

o has

Filter by ppli. - Organi: A4
Logical Groups Active Images Workflows
Applications

Q
TEMPLATE
HANABackup

HANADBTemplate1

TESTSAPHANATEMPL. ..

SAPHAMALogSmart
SAPHANALogSmart

SAPHAMNALogSmark

PROFILE

LocalProfile

LocalProfile

LocalProfile

LocalProfile

LocalProfile

LocalProfile

Amasic

|

FRIENDLY PATH HOST NAME APPLIANCE
aphana-autovm10 ph utovm10 SAk-SKY-upgrade
phi 1 h. tovmi1

saphana-autovm5 saphana-autovm5 SAk-SKY-uparade
md1_cluster md1_cluster SAk-SKY-upgrade
saphana saphana SAk-SKY-upgrade
saphanaé saphanat SAk-5KY-upgrade
Hana-Sles Hana-Sles saphana-remote
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5 Configuring the SAP HANA
Backup Method

You can back up the database:

. Using Block-Based Database Storage Snapshots with CBT
. Using File-Based Traditional Backup and Recovery in NFS

Setting

Block-Based LVM Snapshot with File-Based Backup in NFS
(o(:1)

Percentage of Reserve Space
in Volume Group

Backup Capture Method

Force Full Filesystem Backup

Database Filesystem Staging

Disk Size in GB

Log Backup Staging Disk Size
in GB

Retention of Production DB
Logs in Days

HANA DB User Store Key

Script Timeout

This is needed for LVM snapshot Not applicable
temporary space. Recommended
value is 20%

Use Changed block tracking Use full+incremental filesystem
based backup backup

Not applicable Use for an ad hoc full backup
Not applicable Use the default calculation:

(database size * 1.5)+ 10%.
The disks will grow dynamically.

By default IBM InfoSphere calculates this as daily log generation *
retention of log backup SLA plus 20% buffer. Default is recommended.

Providing a value will override the default calculation and the log disk will
not grow dynamically. This will become a fixed size

This value is used to purge the HANA log backup from basepath_logbackup
destination. Based on this setting the last data backup id will be selected
(CURRENT_TIMESTAMP, - the # days set) and the log will be purged older
than the data backup id. Default value is 0 days. With default value all logs
prior to last data backup will be purged.

This is the SAP HANA hdbuserstore key for the system database created in
earlier. This field is mandatory.

This value is applied to internal backup and recovery scripts called by
connector. Default value is recommended.

File-based backup also requires that the CLI command DB dump schedule be configured. See Setting the Schedule for

Dumps on page 30.

Whichever method you select, you must:
Ensure that the Disk Preference on the Host is Set Correctly on page 26
Ensure that the Backup Capture Method in the Application Settings is Set Correctly on page 28
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Ensure that the Disk Preference on the Host is Set Correctly
Choose between:
Setting Disk Preference for Block-Based Database Storage Snapshots with CBT on page 26
Setting Disk Preference for File-Based Traditional Backup and Recovery in NFS on page 27

Setting Disk Preference for Block-Based Database Storage Snapshots with CBT
To set disk preference for block-based database storage snapshots with CBT:

1. From IVGM Domain Manager, Hosts tab, right-click the host and select Edit.

Filter by Appliances » Qrganizations ¥
Organizations LDAP m Storage Pools
FILTER BY Hosts
HOST NAME
4 hide filters

Filter by host name saphanat [x]

&  NAME 2~ FRIENDLY PATH APPLIANCE

Filter by IP address
os

Enter O5 like Linux

TYPE -

Edit
Edit Organizations
Delete

ALlL | NONE

[] Ceperi
2. In the Edit Host pane, set Disk Preference to Block and click Save at the bottom of the page.

DOMAIN MANACER Filter by Appllances v Organdzations =

Applances Users. Roles. Deganizations. LDaP m Storage Pocls.

P 17216437137
FRIENDLY PATH  saphanaT
UNIQUE MAME  £8476c07.59148-4ba0- 713 aeefiaTef374_ST78
OSRELEASE Red Hat Entetpeine Linux
05 VERSKON, 1.10.0-514.26. 2 67 286_64
OSTYPE Linu

smeratienvos X admin & @

[+ -]
OIS BLOCK N
PREFERENCE
-]
atie
Appliances*
a } SHOW SELECTED (1)
1 APPLIANCE L
1 i hana-remote 1TL62MATT
& skyhana 17216.201.44

Host Type Genonc

Enable Auto Discovery
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Setting Disk Preference for File-Based Traditional Backup and Recovery in NFS
To set disk preference for File-Based Traditional Backup and Recovery in NFS:

1. From IVGM Domain Manager, right-click the host and select Edit.

Filter by Appliances » Organizations ¥

Organizations LoaP m Storage Pools
FILTER BY Hosts
HOST NAME

Filter by host name

IP ADDRESS

Filter by IP address

os

Enter O5 like Linux

TYPE -

4 hide filters

saphanaé ]

&  NAME 2~ FRIENDLY PATH APPLIANCE

Edit

Edit Organizations

Delete

ALlL | NONE

(] e
2. In the Edit Host pane, set Disk Preference to NFS and click Save at the bottom of the page.

DOMAIN MANACER Filter by Appllances v Organazations =

smeratienvos X admin & @
Applances  Users  sles awmwmwmm

sptisnar Edit Host
1T296037.037
FRIENDLY PATH saphaca T
UNIQUE NAME 42476007 .5148-3bal-BTTa aretate0f174_67T78
DS RELEASE Red Hat Enterprine Linus
OSVERSION 1 10.0-5%4.26 2 #(7 286_64
OSTYPE Linux

oo
OIS BLOCK N
PREFERENCE
-]
Appliances*
a } SHOW SELECTED (1)
B APPLIANCE L
] & hana-remote 1TL62MATT
& skyhana 17216.201.44
Host Type sr
(.’..e. Preference M J
Enable Auto Discovery
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Ensure that the Backup Capture Method in the Application Settings is Set
Correctly

Choose between:
Setting Backup Capture Method for Block-Based Database Storage Snapshots with CBT on page 28
Setting Backup Capture Method for File-Based Backup and Recovery in NFS on page 29

Setting Backup Capture Method for Block-Based Database Storage Snapshots with CBT
To set the backup capture method for block-based database storage snapshots with CBT:

1. Go to the Application Manager. In the Applications tab, right-click the application and select Manage SLA.
At the top of the page, click the blue Details & Settings link.

APPLICATION MANAGER Filter by appliances Qrganizations »

Consistency Groups Legical Groups Active lmages Workflows

& CEEETE) ) o' | SAPHANAAUTOVM1.sqa.actifio.com | saphana-autovmil_Details & Settings

sky-hana hana-remote o Policies
: Snapshot : !
a —————— °‘ ””””””” Direct to Dedup 0
PRODUCTION MIRROR Direct to OnVault 0
¢ Dedup DR 0
4 - .
Streamsnap

Set the Backup Capture Method to Use Changed block tracking based backup and click Save Changes. For
details on the other settings, see Configuring the SAP HANA Backup Method on page 25.

Application Details & Settings

Select options that will revert back to default
Qal
APPLICATIONTYPE = SAPHANA
HOST  SAPHANA-AUTOVMI sqa.actifio.com
HOSTIP ADDRESS  172.16.216.101
PATH = Saphana-autowm1
OPERATING SYSTEM | | jux

APPLIANCE  Sky-hana

APPLIANCE IP ADDRESS 172 16 201 44

PROTECTED DATA 100,00 CB

Settings

PERCENTAGE OF RESERVE SPACE IN VOLUME GROUP 20

¥ BACKUP CAPTURE METHOD

foneel

hessssss——————
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Setting Backup Capture Method for File-Based Backup and Recovery in NFS
To set the backup capture method for file-based backup and recovery in NFS:

1. Go to the Application Manager. In the Applications tab, right-click the application and select Manage SLA.
At the top of the page, click the blue Details & Settings link.

APPLICATION MANAGER Filter by appliances Qrganizations »

Consistency Groups Legical Groups Active lmages Workflows

& ® Gal | SAPHANA-AUTOMMI sqa.actifio.com | saphana-autovmil Detalls & Settings
proFRE

LSRN Snap-Stream-LS

S D

sky-hana hana-remote o Policies
—————— °'"F"""F’ Direct to Dedup 0
PRODUCTION

Direct to Onvault 0

. Dedup DR 0
L . "
| |  StreamSnap

Set the Backup Capture Method to Use full+incremental filesystem backup and click Save Changes. For
details on the other settings, see Configuring the SAP HANA Backup Method on page 25.

Application Details & Settings

Select options that will revert back to default.

APPLICATION TYPE
HOST

HOST IP ADDRESS
PATH

OPERATING SYSTEM
APPLIANCE

APPLIANCE IP ADDRESS

PROTECTED DATA

SAPHANA
SAPHAMA-AUTOVMI saa actifio.com
172.16.216.101

Saphana-autovmi

Linux

Sky-hana

172.16.201.44

100.00 CB

Settinas

PERCENTAGE OF RESERVE SPACE IN VOLUME GROUP | 20

[4 BACKUP CAPTURE METHOD

e
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Setting the Schedule for Dumps

The database dump schedule is set by the IBM InfoSphere CLI policy parameter dumpschedule. The default value of
dumpschedule="FIIIIII":

. The string must be seven characters - eitheran'F' oran’T’

. Each position within the string represents a weekday, starting with Sunday.
. F represents a full db dump

. I represents an incremental db dump

For example, “FIIIIII” results in:
. Sunday: Full backup
. Monday through Saturday: Incremental backups
. The following Sunday: Full backup again
To check the dump schedule, run this CLI command from the appliance:
udstask lskpolicyoption -filtervalue appid=<appid> | grep dumpschedule
If this does not return any value, then the dumpschedule is set to default.
To modify the dump schedule run this CLI command from Appliance:
udstask mkpolicyoption -appid <appid> -name "dumpschedule" -value "FIIIIII"
Replace <appid> with the application id of the SAPHANA application.
Replace "FIIIIII" as needed.

Example

To run full backup on Saturday and Tuesday, set dumpschedule="IIFIIIF"
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6 Protecting the HANA Database

To protect the database:

1. Right-click the HANA database and select Manage SLA.

APPLICATION MANAGER Filter by Appliances » QOrganizations =
I Applications Consistency Groups Legical Groups Active bmages Workflows
@ dear all filters Applications

APPLICATION NAME
HOST NAME

o hide Blters @ Type: SAP HANA

FRIENDLY PATH type to search. Q
SLA STATUS

5] APPLICATION ©  TEMPLATE PROFILE FRIENDLY PATH HOST

0 Managed
mid1_cluster
0 Unmanaged

Manage SLA

Access HANA-RMOTE

saphana-autovm SAPH)

Edit Organization Membership

Import OnVault Images
HAMA-RMOTE saphana-slest sapha

O FileSystem Expire All OnVault Images...
0O Generic IVM
O Hyper-V

O NAS

ONFS

Delete Application

Ignore Application

Add To Logical Group

0 Oracle
B SAP HANA

Mark Sensitive

0 SQL Database

2. On the Manage SLA page, select your desired template from Choose a template and profile, then click
Apply SLA.

APPLICATION MANAGER Filter by Appliances v Organizations v
Consistency Groups  Logieal Groups  Active Images  Workflows

& CTEETNMNED © it | o coster | o cster Ot

sky-hans () Policies
g | snapshet ' |
Direct to Dedup 0

PRODUCTION Direct to OnVault 0

é Dedup 0

\ Dedup DR 0
S

| onvault o

.. S

3. On the Apply SLA page, fillin the required field based on type of backup as detailed in Configuring the SAP
HANA Backup Method on page 25. Click Save Changes.

SAP HANA DBA’s Guide to the IBM InfoSphere Virtual Data Pipeline 31



Apply SLA

APPLICATION SETTINGS POLICY OVERRIDE

Settings
PERCENTAGE OF RESERVE SPACE IN VOLUME GROUP 20

BACKUP CAPTURE METHOD

FORCE FULL FILESYSTEM BACKUP

DATABASE FILESYSTEM STAGING DISK SIZE IN GB

LOG BACKUP STACING DISK SIZE IN GB

RETENTICH OF PRODUCTION DB LOGS IN DAYS

Save Changes

The database will be protected when the snapshot job runs according to the schedule in the template.
After the first successful snapshot job, the database will appear in the Application Manager as protected,
with a green shield icon.
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7 Protecting SAP HANA Database
Logs

There are two parts to configuring protection of SAP HANA database logs:
Setting up the Log Mode and Log Backup in HANA Studio on page 33
Setting up the Log Backup in IBM InfoSphere IVGM on page 35

Setting up the Log Mode and Log Backup in HANA Studio

1. In SAP HANA HDB studio, make sure log backup is set correctly under DATABASE (SYSTEMDB FOR HANA
2.0) - Backup - Configuration page

o Destination Type is File.
o Destination is set to a local file system mount path.
o Backup Interval is set to required RPO.

o Automatic Log Backup is enabled.

Overview | Configuration, Backup Catalog
» Backini Seftings
71 ™
File-Based Data Backup Ssttings Log Backup Settings

Destination Type: ) File L

The default destination is used unless you specify a different destination. If you ]
specify a new destination, ensure that the directory already exists before you nt
start a data backup. For improved data safety, we recommend that you specify [ kun
an external backup destination.

T/HD i
Backup Interval: © 10 Minutes &)

You can spacify the maximum size of service-specific data backup files. If a
data backup exceeds the specified size, it is split across multiple files, 1o which 5 Hyou Finbll automatic leg backup, the log area will continue to fill. A full log
the system writes sequentially. By default, data backups are not split across area will cause the database to hang.
multiple files, [ Enable Automatic Log Backup

Limit Maximum File Size \ /

Maximum File Size:

2. Check under Database configuration: DATABASE (SYSTEMDB FOR HANA 2.0) - Configuration page.
In the filter, type basepath.

[ SYSTEMDB@PGT (SYSTEM) 172.16.137.137 00 Last Update: Mar 11, 2019 9:19:45 Ak 5 (e IMerval: 60 [¥ Seconds

Overview | Landscape | Alerts | Performance | Volumes |Configufation, System Information | Diagnosis Files | Trace Configuration

Giller: basepath x)

Name ~ Default System Database - PGT Host - saphanaf

basepath_databackup_ets S(DIR_INSTANCE)/backu...
basepath_datavolumes $(DIR_GLOBAL @ /h T

basepath_datavolumes_es  $(DIR_GLOBAL)/hdb/data_es
basepath_datavolumes_ets  $(DIR_GLOBAL)/hdb/data...

basepath_export S(DIR_INSTANCE) /work
basepath_filedownload_rdsync $(DIR_GLOBAL)/hdb/data...
b filsunload rdsvne_ SIDIR GLOBAL
C S{DIR_INSTA @ D

basepath_logbackup_ets S{DIR_INSTANCE)/backu...

3. Verify that basepath_logbackup is set correctly:

o Set the basepath_catalogbackup to same as basepath_logbackup.
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o Open the basepath_catalogbackup edit page.
0 Set the New Value to same as basepath_logbackup and click Save. This will ensure the backup of
catalog with log backup for point in time recovery.

basepath_catalogbackup
global.ini [persistence] |

Default Value:  g(DIR_INSTANCE)/backup/log

System

Active Value: fhome/patiogbackup

New Value: fhome/pgtiogbackup Restore Default

Restore Default for All

@ Cancel W

Make sure tenant db log backup is set correctly under DATABASE (TENANTDB FOR HANA 2.0) - Backup -
Configuration page

o Destination Type is File.
o Destination is set to a local file system mount path.
o Backup Interval is set to required RPO.

o Automatic Log Backup is enabled.

Overview Configuration. Backup Catalog
» Backint Saftings
71 ™
File-Based Data Backup Ssttings Log Backup Settings

Destination Type: ) File L

The default destination is used unless you specify a different destination. If you v dnil
specity a new destination, ensure that the directory already exists before you S
start a data backup. For improved data safety, we recommend that you specify I aun
an external backup destination. -
inati T/HD!
Backup Interval: © 10 Minutes &)

Yeu can spacify the maximum size of service-specific data backup files. If a
data backup exceeds the specified size, it is split across multiple files, to whieh 5 MHyou qinbla autematic log backup, the log area will continue to fill. A full log
the system writes sequentially. By default, data backups are not split across area will cause the database to hang.
nllpia fhed. 9 Enable Automatic Log Backup

Limit Maximum File Size \ v

Maximum File Size:

SAP HANA DBA’s Guide to the IBM InfoSphere Virtual Data Pipeline



Setting up the Log Backup in IBM InfoSphere IVGM
To enable and set up the HANA database log backup:

1. From the SLA Architect page, edit the template created for HANA database protection:
< C Y A Notsecure | hitps//172287.25/#managetemplates
SLA ARCHITECT Filter by Appliances Qrganizations =
Templates
4 HIDE FILTERS Template hana &

DESCRIFTION

Description
OVERRIDE

Snap 8 Hrs and Log 30 Mins
Edit

Update Filters SAPHANA-MNon L S]] Organizations NenLogSmart Policy for SAP HANA backup
Delete
SAPHANA

SAP HANA Protection template

2. Click the Production to Snapshot "+".

SLA ARCHITECT Filter by Appliances v Organizations =

Templates [ 9

TEMPLATE®  HAMNA-LogSmart ALLOW OVERRIDES ON POLICY SETTINCS?* ® YES NO

DESCRIPTION  Snap 8 Hrs and Log 30 Mins

QP

S °

PRODUCTION e
% Dedup
] Dedup 0
Mirror
© onvault
(+]

3. Select Advanced Policy Settings.
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Production To Snapshot

Create/Edit Policy

POLICY NAME *
SCHEDULING Windowed W
() Policies Lot
Snapshot (- 2cd ) OM THESE DAYS
EXCEPT x
Dedup 0 o WITHIN THIS WINDOW 19:00 7O 07:00
run oncererwinoow (D
Mirror O [+ 5cd ]
onvault 0 [ 54
RETAIN FOR e 2 O m
4, Set the log policy options (you will have to scroll to see them all):

o Truncate/Purge Log After Backup: Select this.
o Enable Database Log Backup: Select this.
o RPO (Minutes): Enter the desired frequency of log backup

o Log Backup Retention Period (in Days): the SLA to retain the backup of log for point in time
recovery.

o0 Replicate Logs (Uses StreamSnap Technology): Select this to enable StreamSnap replication of log
backup to a DR site.
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Policy Settings

TRUNCATE/PURGE LOG AFTER BACKUP

MAP STAGING DISK TO ALL ESX HOSTS IN A CLUSTER

ALLOW MICRATING FROM OUT-OF-BAND TO IN-BAND DATA MOVEMENT

FORCE QUT-OF-BAND BACKUP

BACKUP SQL SERVER USER LOCINS

ENABLE DATABASE LOG BACKUP

5. From Application Manager, select the HANA database. You can use the SAP HANA checkbox to filter the

list. Select Manage SLA.

APPLICATION MANAGER Filter by Appliances v Organizations =

I Applications Consistency Groups Logical Groups Active Images Workflows
@ dear all filters . Appllca tions

APPLICATION NAME
HOST NAME

@ Type: SAP HANA

FRIENDLY PATH type to search, Q

SLA STATUS -
=] APPLICATION TEMPLATE PROFILE FRIENDLY PATH

O Managed
SAPHAMA 3 saphana-autovm1
O Unmanaged

° @ Manage SLA

Access

O CIFs Edit Organization Membership

0 Conslstency Group

Import OnVault Images
Expire All OnVault Images...

O Generic LVM
O Hyper-V

Manage Workflows

Mark Sensitive

6. At the top of the screen, select Details & Settings.

HOST
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Application Details & Settings

Select options that will revert back to default.

FORCE FULL FILESYSTEM BACKUP

DATABASE FILESYSTEM STACING DISK SIZE IN CB

LOC BACKUP STACING DISK SIZE IN CB

RETENTIOM OF PRODUCTION DB LOGS IN DAYS |1

HANA TEMANT DB USER STORE KEY

U SCRIPT TIMEOUT 172

Capest

Set the Retention of Production DB Logs in Days. This value is used to purge the HANA log backup from
basepath_logbackup destination. Based on this setting the last data backup id will be selected
(CURRENT_TIMESTAMP - the # days set) and the log will be purged older then the data backup id. Default
value is 0 days. With the default value, all logs prior to last data backup are purged.
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8 Restoring, Accessing, or
Recovering an SAP HANA
Database

This section includes:

Mount and Refresh from Block-Based LVM Snapshot with CBT to a Target SAP HANA Database as a Virtual
Application on page 39

Workflow to Automate Mount and Refresh from Block-Based LVM Snapshot with CBT to a Target SAP
HANA Database as a Virtual Application on page 41

Restoring and Recovering an SAP HANA Database on page 43

Mount and Refresh from Block-Based LVM Snapshot with CBT to a Target
SAP HANA Database as a Virtual Application

To mount the database image as a virtual application (an application aware mount) to a new target:

1. From Application Manager > Protected Application > Access, from the latest snapshot, choose Mount.

Fiter by AppHAnCEs v Ofgandzation » ameiapes s X admin & @ 2
Logicel G Workflows
Qa1 | SAPMANA ALTOVM1.sgaactiliocom | saphana-autevm)  Detalls & Setti [ e |

MAME Image 0164184
STATUS duadable

TRAMSPORT  SAN Based, Out-OF Band
Storage

WMAGE SE 1100108

EXPIRES OM| 2019.03-09 114859

APPLIANCE Siy Hana

RECOVERY, 03-08 11 46 Te 0308 1259
RANCE

CATALOG STATE More

2. On the Mount page, from Target, choose the desired target HANA server from the dropdown.

3. Under Application Options:

o0 Select Create New Virtual Application.
Choose a point in time on the slider bar for a database protected with log roll-forward to recover to.
Target Database SID > Provide the target HANA database name.

SAP DB User Store-Key > Provide the hdbuserstore key for the target database (HANA 2.0:
SYSTEMDB).

Mount Location> Specify a Mount Point to mount to new target.

o O o

Manage New Application> To reprotect, click and enable Manage New Application.
Template > Choose a template to protect the database.

O O o o

Profile> Choose a profile.
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& @ pet | saphanas | saphanas  Detalls & Settings

Mount
20190320 06:30:55
Snapshot image

NAME Image_0213475 RARGRT it
{Band Storage

(IMAGESZE 110.01GB

— w Application Options
L CREATE NEW VIRTUAL APPLICATION -
ROLL FORWARD TIME B (20150320 ) © (083123 ) g posTTme o useRTIME

TARGET DATABASE 510 *

Mount -
- SAP DB USER STORE-KEY *

MANAGE NEW APPLICATION

* Mapping Options
srorace roo
MOUNT LOCATION *

Cancel

Click Submit.
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Workflow to Automate Mount and Refresh from Block-Based LVM Snapshot
with CBT to a Target SAP HANA Database as a Virtual Application

You can use a workflow to automate the process of mounting and refreshing a HANA database from a snapshot:
1. From the IVGM Application Manager, right-click the HANA database and select Manage Workflows.
2. In the upper right corner of the Workflows: Application Dashboard page, click + Add Workflow.

& © pot | saphana6 | saphanag Detalls & Settings ]

Workflows : Application Dashboard [

+ ADD WORKFLOW !

i J
* Specified time is in the time zone of the applanoethat-wittrorthisworkdor

WORKFLOW NAME APPLIANCE TYPE SCHEDULE TYPE PREVIOUS RUN 5T... CURRENT STATUS NEXT RUN TIME

3. Specify:
o Workflow Name: Enter a name for this workflow.
o Workflow Type: Select Direct Mount.

o Schedule Type: Choose Scheduled or On Demand based on your requirement. For a scheduled
workflow, specify the frequency as well.

& WEOWS = %ﬁgt saphanaé | saphanaé Details & Settings

Add Workflow

WORKFLOW NAME * WORKFLOW TYPE *
hanawf DIRECT MOUNT LIVECLONE
APPLIANCE
- et )
e - 5
IMAGE : Ll

SCHEDULE TYPE *

SCHEDULED el sl3P\ Iv]

0 Mount Label: (Optional) Specify a mount label for the mounted image.

0 Hosts: Select the target host or hosts where the virtual HANA database copy will be created.

Direct Mount Settings

MOUNT LABEL hanawf

HOSTS
type to search... Q O SHOW SELECTED (1)
B | HOST P

O SAPAHAN-AUTOVM4.sqa.actifio.... 172.16.216.104

0O SAPHANA-AUTOVM1.sqga.actifio.... 172.16.216.101
0O SAPHANA-AUTOVM2.sqga.actifio.... 172.16.216.102
O SAPHANA-AUTOVM3.SQA.ACTIF... 172.16.216.103
O saphana-slest 172.16.216.120
O saphana3 172.16.137.133

o Mount Location: Specify a mount point to mount the data volume and log volume of the target.
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4.

o Post-Script: Specify post script name to be run virtual HANA database copy at the end of refresh
o (Refer work flow post script creation)

o Create New Virtual Application: Enable Create New Virtual Application.

o Target Database SID: Provide the target HANA database name.

o SAP DB User Store-Key: Provide the hdbuserstore key for the target database (HANA 2.0:
SYSTEMDB).

Mapping Options

MOUNT LOCATION /halmny]

Script Options

PRE-SCRIPT TIME OUT (SECONDS)
POST-SCRIPT TIME OUT (SECONDS)

CREATE NEW VIRTUAL APPLICATION @l

TARGET DATABASE SID * hal
SAP DB USER STORE-KEY * ACTRACKUID
Optional, if you want to re-protect the new virtual database:

o Manage New Application: Enable Manage New Application.
o Template: Choose a template to protect the database.
o Profile: Choose a profile.

Click Add. This will create an on-demand or scheduled work flow to create or refresh the HANA database
virtual copy.

42

SAP HANA DBA’s Guide to the IBM InfoSphere Virtual Data Pipeline



Restoring and Recovering an SAP HANA Database

Depending on how you protected the database, you need the procedure for:
Recovering from Block-Based LVM Snapshot with CBT on page 43
Recovering from a File-Based Backup with NFS on page 44

Recovering from Block-Based LVM Snapshot with CBT

Use this procedure to restore and recover the source HANA database. This procedure uses physical recovery of the

source data area.

To recover back to the source:

1. From the Application Manager > Protected Application > Access, from the latest snapshot to recover,
choose Restore.

APPLICATION MANAGER Flerby  Appiancesw Ofganizations v
workHows
& EEE () ' | SAPHANA AUTOVMT sqaactifiocom | saphans-autaviml  Defalls & Setting

Sump to: B 2019.03.08

MAME Image 0164184
STAIUS Avatable
TRANSPORT SAN Beved, Curt-OF Band
Starage
WAGESIE 1100108
EXPIRESOM' 20190309 114859
APPLANCE Sy Hana
RECOVERY, 03-08 1145 To 03.08 1253
RANCE

CATALOG STATE Hore

Mount | -

2. On the Restore page choose point in time on the slider bar for database protected with log to recover to

desired point in time.

APPLICATION MANAGER Flerby  Appances ¥ Organdzations =

L Workflows.

9ol | SAPHANAALITOVMI soaactiliocom | saphana-autovint  Detalls & Setting m
Restore
[0 () uzmu]
IMACE STE 110 09GB .
EXPRESON 20150309 114855
APPLIANCE  Shy Hara CAPAOITY  55GB
RECOVERY. 03-08 1146 To 03.08 1259 UNIQUEID davvat fdevhanvaliog
RANGE VOLUME TYPE  Non-Boot
CATALOGSTATE None TARGET  welh f SCRIDCHT0ADT
i Tmn
3. Click Submit.
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Recovering from a File-Based Backup with NFS
You have two options:

Recovering Back to the Source: Use this procedure to restore and recover the source HANA database. This
procedure overwrites the source data.

Recovering to a New Target: Use this procedure to restore and recover to a new target server.

When you are finished, you must bring up the database, as detailed in Bringing up the HANA Database on
page 46.

Recovering Back to the Source

1. From Application Manager > Protected Application > Access.

2. Select the latest snapshot to recover, and choose Restore.

Fiter by Appiances ¥ OfganaEations v

e - A admir s 8
Workfows
gl | SAPMANA ALTOVMI soaactifiocom | saphans-autovimt m
]
MAME Image_Ot64184
STATUS Avasble
TRAMSPORT SAN Based Out-OF Band
Starage
WMAGE SE 1100108
P EXPIRES OM 2013.03-09 114859
] O APPUANCE  Sicy Hana
h | RECOVERY, 03-08 1146 To 0308 1259
CATALOGSTATE Mo
Mot
. i

3. For a database protected with logs, on the Restore page, choose a date and then a point in time on the
slider.
APPLICATION MANAGER Fiter by Applances v Organdzations ¥ saricapure ok L acmir a9
m ‘Consistency Groups Logical Groups. Active Images. Workflows
& DD () ' | SAHANA AUTOVM I sgaactiliocom | saphana-autovini [ weune |
e~ : Restore
It
: HAME image 0154184 ROLL FORWARD TIME B o " SER T
STATUS  Avadabie
TRANSPORT  SAM Based, Out OF Band
i e [} =
IMACE STE 110 01G8 .
EPRESON 20150309 114055
APPUANCE Sk tHara CAPACITY  55GB
RECOVERY. 03.08 1146 To 0308 1249 UNIQUEID  dawvot/devihanmvgllog
HANGE VOLUME TYPE  Non-Boat
° CATALOGSTATE  None TARCET  welh fc- SCRIOCHT0AD T
Notes

. HANA 1.0: EXCLUDE and INCLUDE db list do not apply
. HANA 2.0

o Only one out of EXCLUDE and INCLUDE is applicable at a time.
o Complete HANA recovery leave EXCLUDE AND INCLUDE empty

INCLUDE LIST: For recovering one or more database out of n database: provide comma separated
list of database under INCLUDE
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(o]

EXCLUDE LIST: For excluding one or more database during recovery out of n database: provide
comma separated list of database under EXCLUDE

Restore

ROLL FORWARD TIME

B | 20190311 0 [ 124834
EXCLUDE DB LIST

® HOST TIME
INCLUDE DB LIST

USER TIME

» Advanced NFS Settings

4.

Click Submit. This will start the source database physical recovery using HANA recover commands.
Recovering to a New Target

Before You Begin:

Make sure target HANA server is set up as same as source HANA server (OS version, CPU and memory,
HANA version)

Make sure HANA database on target server is configured same as source i.e. global.ini, nameserver.ini
To recover:

1.

From Application Manager > Protected Application > Access, select the latest snapshot to recover, and
choose Mount.

Fier by Appances v Ofganazations v

Workfiows.

gl | SAPHMANA ALTOVM1 . soa actifio.com

R — L @ -
saphana-autovmt  Detalls & Sefti
Sump bo: B 2019.03.08

BAME Image 0164184
STAIUS: Awaable

TRAMSPORT SAN Based Out-OF Band
Storage
WMAGESIZE 1100108
-9 EXPIRES OM. 20150309 114859
L o c

APPLIANCE Sicy Hana

RECOVERY, 03-08 1145 To 0308 1259

CATALOG STATE  More

2.

On the Mount page, specify a mount location to mount to new target.

Americafiem. s 3 acimin

I ?"w" LENRTIN, Mapping Options.

STORACE POOL*

Advanced NFS Settings
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3. Enter scale-out information:
o For non-scale out HANA: leave SCALE-OUT NODE LIST empty

o For scale out HANA environment: Provide colon-separated list of target HANA servers

< ETE) U | schansautovms | saphans-autoemé [ e |
Mount
MAME image SIFI1SH L
BN s C=D
TRSAPORT Ny
MACE SPE 450 18CA
EMRESON 10190311 255037 ¥ Mapping Options
2 por_pock00 HIC v
Specity s colon-separated st of 1P
addresses.
D Read mare abent
» Advanced NFS Settings
4. Click Submit. This will mount the backup image to target server. In case of scale out, the image will be

mounted to all nodes as NFS shared volume.

Bringing up the HANA Database
To bring up the HANA database from the mounted image, modify and configure this script:
1. Configure /act/custom_apps/saphana/dump/restoreDumpToNewTarget.conf parameter

DBSID=<source database sid>

DBPORT="HDB<instance #>" ex:for instane# 00 this will be "HDB@O®"
HANABACKUPPATH=<mount path from mount operation>
DBUSER=<userstore key or HANA 2.0: systemdb userstore key>
HANAVERSION="<HANA version: 1.0 or 2.0>"

# optional if rollforward is required
LOGMOUNTPATH="<mounted log backup mount point>"
RECOVERYTIME="2019-03-04 ©03:11:36"

# do not change below

EXCLUDE_DB_LIST="null"

INCLUDE_DB_LIST="null"

For example:

DBSID=ipl

DBPORT="HDBO1"
HANABACKUPPATH=/iplmnt
DBUSER=ACTBACKUP

HANAVERSION="2.0"

# optional if rollforward is required
LOGMOUNTPATH="/iplmnt_archivelog"
RECOVERYTIME="2019-03-04 03:11:36"
# do not change below
EXCLUDE_DB_LIST="null"
INCLUDE_DB_LIST="null"

2. cd /act/custom_apps/saphana/dump/
3. Run ACT_HANADB_newtargetdumprestore.sh:
./ACT_HANADB_newtargetdumprestore.sh

or

/act/custom_apps/saphana/dump/ACT_HANADB_newtargetdumprestore.sh
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9 HANA Database Management
Using actHANADBM

DBAs and developers can use actHANADBM.pl to perform database access tasks using the command line interface.
ActHANADBM is a set of Perl scripts that let you automate all essential tasks with a simple language that needs no
SSH keys, doesn't store passwords in the clear and takes almost no effort to learn. ActHANADBM.pl is installed on the
database server automatically along with the VDP Connector.

This section includes:

Installing and Configuring actHANADBM.pl on page 48

actHANADBM Commands on page 49.
agmconfig on page 49
createTemplate on page 50
hostDiscovery on page 51
protectApp on page 52
backup on page 53
listimageDetails on page 54
mount on page 55
unmountdelete on page 56
restore on page 57

runwf on page 58
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Installing and Configuring actHANADBM.pl

There are four steps to installing and configuring actHANADBM.pl:
Installing actHANADBM.pl with the VDP Connector on page 48
Enabling and Verifying Port 443 on page 48

Installing actHANADBM.pl with the VDP Connector

The actHANADBM script library is automatically installed on the host when you install the VDP Connector. It is
available on the host under /act/custom_apps/saphana/acthanadbm. To install the VDP Connector, see Connecting
Hosts to IBM InfoSphere VDP Appliances in your IBM InfoSphere Documentation Library.

Enabling and Verifying Port 443

actHANADBM uses https port 443 for communication between the host and the appliance. Port 443 should be
enabled for the host where the actHANADBM tool is configured. To test whether the port 443 is enabled, run telnet
from the actHANADBM configured host:

telnet <Appliance IP address> 443
If port 443 is enabled then the sample output looks like this:

[root@zoravmn4d ~]# telnet <Actifio CDS IP> 443
Trying 172.16.15.200...
Connected to 172.16.15.200.

Note: The escape character is '"].

Running actHANADBM.pl
To run the actHANADBM tool, CD to /act/custom_apps/saphana/acthanadbm folder and invoke ./actHANADBM.pl.

To run the script from any other directory, include the script directory in the Perl library path by using the -I switch in
the command line argument: perl -I /act/custom_apps/saphana/acthanadbm/ /act/custom_apps/saphana/
acthanadbm/actHANADBM.pl

Usage of actHANADBM.pl

When you run actHANADBM.pl, you must use the --type parameter and a type option such as backup:
actdbm.pl -type backup

The type options for actHANADBM.pl are:

Usage: actHANADBM

--type
<agmconfig>
<createTemplate>
<hostDiscovery>
<protectApp>
<backup>
<listImageDetails>
<mount>
<unmountdelete>
<restore>
<runwf>
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actHANADBM Commands

The actHANADBM commands are:
agmconfig on page 49
createTemplate on page 50
hostDiscovery on page 51
protectApp on page 52
backup on page 53
listimageDetails on page 54
mount on page 55
unmountdelete on page 56
restore on page 57

runwf on page 58

agmconfig

Storing the Login Credentials for an IBM InfoSphere VDP - Global Manager (agmconfig)

This is one time setup to create and store the IBM InfoSphere username and password (encrypted). This
configuration file is used to access the IVGM for invoking different operations using the API.

Example

perl actHANADBM.pl --type agmconfig
--username <AGM username>
--password <AGM password>

--AGM <AGM IP>

agmconfig Parameters

Parameter Use

--username AGM username to access the appliance. This is a required parameter.
--password Password to access the appliance. This is a required parameter.
--AGM The name or IP address of the AGM
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createTemplate

To create SLA template, use --type createTemplate

Example

perl actHANADBM.pl --type createTemplate
--appliancename <appliance name>
--templatename <template name>
[--snappolicyname <Snapshot policy name>]
[--snapRPO <snapshot RPO, default 24 hours>]

--logbackupenable <true|false>

[--logbackupfrequency <Log Backup frequency RPO in minutes>]
[--logbackupretention <Log Backup Retention period in Days>]
[--onVaultPolicyname <onVault policy name>]

[--onVaultRPO <onVault RPO, default 24 hours>]

--profileName <profile name>

--AGM <AGM name|ip>

Parameter
--appliancename
--templatename
--shappolicyname
--snapRPO

--logbackupenable

--logbackupfrequency

--logbackupretention

--onVaultPolicyname
--onVaultRPO
--profileName

--AGM

createTemplate Parameters

Use

VDP Appliance name or IP address. This is a required parameter.
Name of the SLA template. This is a required parameter.

Name of the Snapshot Policy. this is optional parameter.

Snapshot Interval. This is optional parameter. Default value 24 hrs.

Enable log backup. This is a required parameter. Input value must
be true or false.

Log backup frequency in minutes. This is optional parameter.

Logbackup retention period (in Days) in IBM InfoSphere staging
disk. This is optional parameter.

OnVault policy name. This is optional parameter.
OnVault interval, default 24 hrs. This is optional parameter.
Profile name to create the template. This is a required parameter.

AGM name or IP address. This is a required parameter.
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hostDiscovery
To discover SAP HANA database host, use --type hostDiscovery

Example

perl actHANADBM --type hostDiscovery

--appliancename <appliance name>

--hostname <source hostname>

--hostip <source host ip>

--stagingDiskpreference <Type of disk for backup: Block|NFS>
--AGM <AGM name|ip>

hostdiscovery Parameters

Parameter Use

--appliancename Name of the appliance. This is a required parameter.
--hostname Source database hostname. This is a required parameter.
--hostip Source database host IP. This is a required parameter.

--stagingDiskpreference Staging disk type for backup, Block or NFS. This is a required
parameter.

--AGM AGM name or IP address. This is a required parameter.
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protectApp

To protect the application, use -type protectApp.

Example

perl actHANADBM.pl --type protectApp
--appname <application name>
--hostname <source hostname>
--templatename <Template Name>
--profilename <Profile Name>
--backupType <CBT|filesystemDump>
--hanaSystemDbKey <Hana SystemDB HDB userstore Key Name>
[--hanaTenantDbkeyPrefix <Prefix for Hana Tenant DB Key Name>]
[--volumegroupreservespace <volume group snap reserve space in percentage: default 20%>]
[--forcefulldbdump <true|false>]
[--productionlogretention <production log purging retention in days>]

--AGM <AGM name|ip>

Parameters
--appname
--hostname
--templatename
--profilename
--backupType
--hanaSystemDbKey

--hanaTenantDbkeyPrefix

volumegroupreservespace

--forcefulldbdump

--productionlogretention

--AGM

protectApp Parameters

Use

Name of the application to be protected. This is a required parameter.
Name of the source host. This is a required parameter.

SLA template name to be applied. This is a required parameter.

Resource Profile name. This is a required parameter.

Type of the backup. CBT or Filesystem Dump. This is a required parameter.
HANA SYSTEM database user store key nhame. This is a required parameter.
Tenant database user store key prefix. This is optional parameter.

Volume group snap reserve space. If not specified, default value is 20%.
This is optional parameter.

Force full database dump backup. Input values are true/false. This is
optional parameter.

Production log retention period in number of days. This is optional
parameter.

AGM name or IP address. This is a required parameter.
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backup
To create a database backup, use --type backup, backuptype <db|log|dblog>.

Use this for:
. db backup
. log backup
. dblog backup

Example

actHANADBM --type backup
--appname <application name>
[--hostname <hostname>]
[--backuptype <db|log|dblog>]
[--jobpriority <low|medium|high>]
--AGM <AGM name|ip>
[--wait <yes|no>]

backup Parameters

Parameters Use

--appname Name of the application. This is a required parameter.

--hostname Name of the application host. If not specified, host where script is running will
be used.

--backuptype Type of backup operation. This is optional parameter. If not specified, the

default type is database backup (db)

--jobpriority The priority for the job. This is optional parameter. Valid inputs are low,
medium or high.

--AGM AGM name or IP address. This is a required parameter.

--wait Wait until the job completed. This is optional parameter, if not specified
default value is yes.
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listImageDetails

To return a list of snapshot images with recovery range for a protected database, use --type listImageDetails

Example

perl actHANADBM .pl--type listImageDetails
--appname <application name>

--hostname <source hostname>

--AGM <AGM name|ip>

listimageDetails Parameters

Parameters Use

--appnhame Name of the application. This is a required parameter.
--hostname Name of the source host. This is a required parameter.
--AGM AGM name of IP address. This is a required parameter.
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mount

To mount a backup image or to perform app aware mount, use --type mount.

Example

perl actHANADBM.pl --type mount

--appName <Source Database Name or Source File System Mount Point>
[--image <Image name>]

--sourceHost <source Host Name>

--targetHost <Target Host name>

[--scaleoutnodelist <Scaleout node list seperated by colon>]
[--mountpoint <mount location '/act/mnt'>]

[--appawaremount <true|false default: false>]
[--targetdbuser <Target database Database user store key>]
[--targetdbsid <Target Database SID]

[--recoverytime <'yyyy-mm-dd hh24:mi:ss'>]

--AGM <AGM name|ip>

[--wait <yes|no>]

mount Parameters

Parameters Use

--apphame Source application name or Source file system mount point. This is a required
parameter.

--image Name of the image to be mounted. This is optional parameter. If not specified, latest
image will be used.

--sourceHost Name of the source host. This is a required parameter.

--targetHost Name of the target host. This is a required parameter.

scaleoutnodelist

In case of cluster, specify the other nodes separated by colon. This is an optional
parameter; if not specified, mount will be done only on target node.

--mountpoint Target mount point name where backup image will be mounted. If not specified, IBM
InfoSphere naming convention will be used.

-- Mount and Recover the application on target node. This is optional parameter, if not

appawaremount specified, default value is false.

--targetdbuser Target database user store key required for recovery. This is optional parameter,
required only when --appawaremount is true.

--targetdbsid Target database SID. This is optional parameter, required only when --appawaremount

--recoverytime

--AGM

--wait

is true.

Recovery range to roll forward the logs. Must be specified in the format 'yyyy-mm-dd
hh24:mi:ss'. This is optional parameter. If not specified, all available logs will be
applied.

AGM name or IP address. This is a required parameter.

Wait until the job completed. This is optional parameter; if not specified default is yes.
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unmountdelete

To perform an unmount and delete operation on an image, use --type cleanup. This operation will stop and remove
any copy of a database running out of a mounted image and remove the filesystem mount as part of the cleanup

Example

actHANADBM --type unmountdelete
--appName <Source Database Name or Source File System Mount Point>
--sourceHost <source host name>
--targetHost <target host name>
[--imageName <Mounted Image Name>]
[--targetAppName <Target Cloned Database Name or Target Mounted File System MountPoint>]
--AGM <AGM name|ip>
[--wait <yes|no>]

unmountdelete Parameters

Parameters Use

--apphame Source application name or Source file system mount point. This is a required
parameter.

--sourceHost Name of the source host. This is a required parameter.

--targetHost Name of the target host. This is a required parameter.

--image Name of the image to be mounted. This is optional parameter. If not

specified, latest image will be used.

--targetAppName Target application name or Target mounted file system mountpoint.
--AGM AGM name or IP address. This is a required parameter.
--wait Wait until the job has completed. This is optional parameter; if not specified

default value is yes.
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restore
To restore back to source server, use the option --type restore.

Example

perl actHANADBM --type restore
--appName <Source Database Name or Source File System Mount Point>
[--image <Image name>]
--sourceHost <source Host Name>
--targetHost <Target Host name>
[--recoverytime <'yyyy-mm-dd hh24:mi:ss'>]
[--excludedblist <Exclude DB list name seperated by name>]
[--includedblist <Include DB list name seperated by comma>]
--AGM <AGM name|ip>
[--wait <yes|no>]

restore Parameters

Parameters Use

--apphame Source application name or Source file system mount point. This is a
required parameter.

--image Name of the image to be mounted. This is optional parameter. If not
specified, latest image will be used.

--sourceHost Name of the source host. This is a required parameter.
--targetHost Name of the target host. This is a required parameter.
--recoverytime Recovery range to roll forward the logs. Must be specified in the format

'vyyy-mm-dd hh24:mi:ss'. This is optional parameter. If not specified, all
the available logs will be applied.

--excludedblist Specify the list of databases separated by comma to exclude during the
restore operation. This is optional parameter, if not specified all the tenant
databases will be restored.

--includedblist Specify the list of databases separated by comma to include during the
restore operation. This is optional parameter, if not specified all the tenant
databases will be restored.

--AGM AGM name or IP address. This is a required parameter.

--wait Wait until the job completed. This is optional parameter; if not specified,
the default is yes.
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runwf

Run Workflow creates a new database copy or refreshes an existing database copy based on the re-provision option.
To run a workflow, use --type runwf,

Example

actHANADBM.pl --type runwf
--appName <source database name>
--hostname <sourcehostname>
--wfname <workflow name>
--reprovision <yes|no>
[--image <Image name>]
--AGM <AGM name|ip>
[--wait <yes|no>]

directmount Parameters

Parameters Use

--apphame Source application name or Source file system mount point. This is a required
parameter.

--sourceHost Name of the source host. This is a required parameter.

--wfname Name of the workflow. This is a required parameter

--reprovision Reprovision flag to indicate new application aware mount or reprovision

application aware mount.

-image Image name to use for provision the database. This is an optional parameter. If
not specified, the latest image will be used for database provision.

--AGM AGM name or IP address. This is a required parameter.
--wait Wait until the job completed. This is optional parameter; if not specified default
value is yes.
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